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Abstract

We introduce endogenous capacity utilization into a New Keynesian (NK) model. In our model, firms

set capacity under demand uncertainty, utilizing both an effort margin and capacity expansion to meet

demand. This mechanism implies that firm-level productivity and desired markups depend on the ca-

pacity utilization rate, enabling us to derive three (state-dependent) results that have proven challenging

for NK models. First, following an expansionary demand shock, the aggregate markup responds pro-

cyclically when desired markups rise enough to overcome the effect of nominal rigidities. Secondly, the

labor share can respond countercyclically for reasons that are empirically consistent, namely, when labor

productivity, propelled by the utilization of idle capacity, increases more than wages. Finally, inflation

typically displays a hump-shaped response, but can also respond sharply during periods of high capacity

utilization due to fast-rising markups and reduced productivity effects. We detail the conditions under

which these results arise. Using Bayesian IRF matching, we illustrate that our model provides a highly

plausible fit to the data. Our results underscore the importance of capacity for the macroeconomic debate

surrounding the determinants, dynamics and distributional effects of inflation.
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1 Introduction

The economic recovery after the COVID-19 pandemic has renewed interest in the role of capacity, particularly in

the response of inflation to supply and demand shocks. However, standard macroeconomic models seldom model

capacity decisions explicitly, focusing instead on variable capital utilization costs. The role of capacity utilization in

business cycles therefore remains understudied despite recent evidence regarding the usual presence of idle resources

and its cyclical properties (Boehm and Pandalai-Nayar, 2022). This paper aims to contribute to filling this gap by

examining the aggregate effects of capacity utilization in response to monetary policy (MP) shocks. We specifically

argue that a model incorporating endogenous capacity and utilization can account for the observed cyclical behavior

of the labor share and markups as well as the dynamics and composition of inflation. These aspects have proven

challenging to explain within the traditional New Keynesian framework.

In general, the predictions of the New Keynesian (NK) model regarding the effects of MP shocks do not align

well with the observed empirical responses of the labor share, markups, and inflation. With respect to the labor

share, Cantore et al. (2020) show that, in the data, the labor share (WL/Y) is robustly countercyclical conditional

on an MP shock. This occurs because while both wages (W ) and labor productivity (Y/L) are procyclical, the

latter is more procyclical than the former. The canonical NK model, however, predicts countercyclical productivity

and cannot achieve a countercyclical labor share without generating other empirically inconsistent responses such as

countercyclical wages. In relation to markups, while measuring them poses notable challenges, studies by Nekarda

and Ramey (2020), Stroebel and Vavra (2019), Anderson et al. (2018), and others offer evidence supporting the

procyclical nature of markups under demand shocks. Given the close inverse relationship between the markup and

the labor share, this is consistent with the countercyclicality of the latter. Nevertheless, in New Keynesian models, the

transmission mechanism relies on countercyclical markups. Finally, regarding inflation, a large empirical literature

(e.g., Christiano et al. 2005) finds that the response of inflation to an MP shock is either muted or countercyclical

initially, but persistently procyclical in subsequent periods. This distinctive hump-shaped response typically cannot

be generated in NK models without resorting to counterfactual or unconventional mechanisms such as backward price

indexation or alternative forms of (non-rational) expectations (Woodford, 2007; Phaneuf et al., 2018).

The model that we present in this paper can yield procyclical markups, a countercyclical labor share, and hump-

shaped inflation under conditions that we find empirically prevalent and without compromising the model’s per-

formance on other aggregate variables. We achieve this by incorporating endogenous capacity into an otherwise

standard New Keynesian model. In our model, firms face idiosyncratic demand uncertainty, akin to the setup in

Fagnart et al. (1999), and plan their productive capacity prior to observing demand. However, in contrast to these

authors’ approach, firms in our model select all factors, including labor, before the actual demand materializes. This

timing implies the presence of a capacity limit—a level of output beyond which the firm cannot produce because its

inputs for the period have been predetermined. Thus, when the firm sets capacity, it is optimal for it to keep some

excess precautionary capacity on hand to service higher-than-average realizations of demand. When the idiosyncratic

level of demand actually manifests, output is produced by varying workers’ labor effort up to the capacity limit of

the firm, in the spirit of the labor hoarding mechanism in Solow (1964), Burnside et al. (1993), and others.1

We show that, given this framework, each of the challenges outlined above can be resolved under certain condi-

1As Orphanides (1993) shows, embedding labor effort as in the Shapiro and Stiglitz (1984) “shirking model” can be used to

rationalize labor hoarding in the presence of idiosyncratic demand shocks, akin to those in our model.
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tions. First, following an expansionary MP shock, firms “price in” the increased probability of their being capacity

constrained. That is, firms find it optimal to increase prices and eliminate excess expected demand that cannot be

serviced because of capacity limits. This manifests in procyclical desired markups, though the cyclicality of realized

markups also depends on the strength of nominal rigidities, which may push them in the opposite direction. Second,

until capacity can be expanded sufficiently to meet demand, firms rely on exploiting the intensive margin of their

workforce—i.e., requiring higher labor effort from workers. This aligns with the procyclical nature of worker effort

observed in the data, and results in higher labor productivity and wages in our model. When wage growth is slower

than productivity growth (for example, because of labor market frictions), our model yields a countercyclical labor

share for reasons in line with the evidence. Finally, the response of inflation reflects the upward pressures of markups

and wages and the downward pressures of procyclical productivity. When the latter pressures dominate early in the

cycle, inflation exhibits the characteristic hump shape. However, when capacity utilization is high, procyclical pro-

ductivity cannot offset the increase in costs and markups, causing inflation to respond on impact. In the subsequent

sections, we elaborate on the conditions in which these results occur.

We next turn to the question of whether these conditions are met in the data. To do so, we empirically estimate

our model using Bayesian impulse-response function (IRF) matching. Our exercise reveals a very good match between

the data and our model. Importantly, when evaluated at the estimated parameters, the model delivers procyclical

markups, a countercyclical labor share and a hump-shaped response of inflation that also captures the price-puzzle

phenomenon.2 These results are particularly encouraging given that neither the markup nor the labor share is directly

used in the matching exercise and that we generate the inflation response without incorporating backward indexation,

nonrational expectations, extended “cost channels” or other elements typically employed for this purpose.

Some important insights emerge from our study. First, the cyclicality of the markup and labor share are state

dependent and functions of the degree of slack (excess capacity) in the economy at the time of the MP shock. We

show that when capacity utilization in the economy is high, markups are more likely to be procyclical in response

to an MP shock, and vice versa. Intuitively, high capacity utilization signals strong demand relative to capacity,

which translates in our model into higher pricing power and markups for firms. The capacity utilization rate also

emerges as a wedge between the markup and the labor share in our model, breaking the perfectly inverse relationship

in the canonical NK model. Indeed, we show that under specific conditions, the markup and the labor share can both

respond procyclically to a demand shock.

Second, productivity in our model is procyclical and state dependent, with the strength of the response depending

on the degree of excess capacity in the economy at the time of the shock. In other words, demand shocks can

induce higher productivity in the presence of slack—that is, when higher demand meets existing productive capacity,

higher output can be achieved without any additional observable inputs. Our model results therefore align with the

characterization of cyclical fluctuations in Basu (1996): productivity is procyclical, driven by increased utilization of

capital and labor in a production environment exhibiting constant returns to scale. As described above, this occurs

because firms rely on the effort margin of their worker base to meet demand; thus, demand shocks induce greater

productivity effects when the degree of slack in the economy is higher. In this respect, our approach to the firm’s

2The price puzzle (Sims, 1992; Eichenbaum, 1992) describes the increase (decrease) in the inflation rate for some periods

immediately following an unexpected monetary policy rate increase (decrease), a response that runs counter to the prediction

of macroeconomic theory.
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labor choice is similar to that of the effort margin in the labor hoarding mechanism in Burnside et al. (1993) and

variable labor effort in Gaĺı and Van Rens (2021).3 There is strong empirical support indicating the importance of

the effort margin for labor productivity. For example, Bils and Cho (1994), Sbordone (1996) and Basu and Kimball

(1997) provide evidence that variable labor utilization can explain procyclical productivity via the effort margin while

matching important business cycle facts related to GNP and the Solow residual. More recently, Lewis and Villa (2023)

show using data from the Euro area that worker effort is strongly procyclical and a significant driver of procyclical

productivity, whereas Dossche et al. (2023) find that worker effort is crucial for explaining procyclical productivity

and employment volatility in OECD countries.

Third, the response of inflation in our model to demand shocks in the economy is state dependent. More

specifically, it is characterized by an inertial, hump-shaped response when there is a higher degree of slack in the

economy. When there is a high rate of capacity utilization (and therefore low slack) however, inflation responds

sharply on impact. These nonlinear effects reflect the convexity of the supply curve due to capacity constraints,

which is consistent with the industry-level findings of Boehm and Pandalai-Nayar (2022).4 We find that in the

presence of sufficient slack, expansionary shocks can even cause a fall in inflation if the productivity effects outweigh

the markup and wage effects, thereby providing an explanation for the so-called price puzzle. Likewise, when capacity

utilization is sufficiently high, expansionary shocks can cause real wages to fall if the productivity effects are too small,

and inflation is driven primarily by markups.5 We are not aware of any model where the response of inflation is

either hump-shaped or immediate depending on state of the economy. To further elucidate these points, we derive a

state-dependent Phillips curve and present a decomposition of inflation over the cycle, characterizing the contribution

of markups, wages and capacity utilization in the dynamic response of inflation.6

Fourth, relative nominal rigidities in the product and labor market interact with capacity utilization to generate

important distributional effects. Under conditions of normal capacity utilization, high price rigidities relative to wage

rigidities delivers model responses that are observationally equivalent to those of a New Keynesian model—that is,

demand shocks cause markups to respond countercyclically, while wages and the labor share are procyclical. When

we reverse the relative rigidities, we obtain the empirically consistent result of procyclicality in markups and wages

and countercyclicality in the labor share. Under conditions of higher capacity utilization rates, however, markups

are more likely to be procyclical, while wages can even be countercyclical (as observed above). In this respect, our

results echo the conclusions of Broer et al. (2020), who find a crucial role for wage rigidities in delivering plausible

cyclical and distributional responses. Our key contribution in this regard is to highlight the role played by capacity

utilization in determining these effects.7

3The idea that the procyclicality of productivity is related to that of labor effort is an old one, going back at least to Oi

(1962), with important contributions by Burnside et al. (1993) and Basu and Fernald (2001). Gaĺı and Van Rens (2021) provide

a list of additional contributors.
4For the relevance of capacity utilization as an aggregate indicator of inflationary pressures, see Corrado and Mattey (1997).
5We find this possibility especially pertinent in the early stages of the post-COVID recovery, which were marked by strong

nominal wage growth but declining real wages for most of the worker distribution (Autor et al., 2023).
6We believe a decomposition of this type can also contribute toward diagnosing the post-pandemic inflation episode. Whereas

the role of supply-side constraints in driving inflation is acknowledged, ambiguity remains regarding the role played by marginal

costs vis-à-vis markups.
7Note that wage rigidities by themselves cannot generate procyclical markups in a standard NK model. This well-known

result emerges from the fact that firms in NK models take the wage as given when determining their optimal price. Thus,

regardless of the degree of wage rigidity relative to price rigidity, the markup cannot be procyclical. At the limit, when wages
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Our main contribution is to show that a model with capacity utilization can explain the empirical findings related

to markups, the labor share, and inflation described above. Explaining the cyclical behavior of these variables is of

first-order importance for investigations of the distributional consequences of macroeconomic policy. For example,

the cyclicality of the labor share is a direct estimate of inequality in an economy. Typical approaches to achieving a

countercyclical labor share—often by adopting significant wage rigidity—primarily result in making wages themselves

countercyclical. The desired direction of the response can therefore be achieved only for “the wrong reasons”,

to borrow a phrase from Cantore et al. (2020). Similarly, the reliance on countercyclical markups in NK models

typically results in countercyclical profits (as documented at least since Christiano et al., 1997), which are robustly

procyclical in the data. Thus, the presence of countercyclical markups may bias and distort the so-called income-

composition channel of MP shocks by mischaracterizing the dynamics of profit income in the economy. Although

profit procyclicality can be achieved through the introduction of high wage rigidities (Broer et al., 2020, Bilbiie

and Känzig, 2023) or large fixed costs (Lee, 2021), evidence on markup behavior and convex supply curves indicate

that procyclical markups may be an important underlying driver for both profits and inflation—particularly in the

short-run, when predetermined capacity may impede smooth production expansion.

Other Related Literature Our paper presents an extension of the New Keynesian model that can explain the

joint dynamics of markups, the labor share and inflation following a monetary policy shock. To our knowledge, the

only other study which shares a similar focus is Qiu and Ŕıos-Rull (2022), who propose a model where the procyclical

search effort of customers within product markets produces procyclical productivity as a response to monetary policy

shocks. This differs from our approach, where productivity is procyclical due to the presence of excess capacity

which is better utilized during demand-driven expansions. Their model is able to achieve procyclical markups and

a countercyclical labor share, although, with respect to inflation, their focus is on achieving a procyclical response.

In our model, inflation is also generically procyclical, but we are more concerned with the conditions under which it

displays an inertial (“hump-shaped”) response and those under which it may respond sharply on impact.

Some other studies share a partial focus with our paper. For example, Phaneuf et al. (2018) present a model that

features firm networking and an “extended working capital channel” to align the dynamics of inflation and markups

with the evidence. The latter mechanism assumes that the cost of all inputs (rather than just wages as in Ravenna and

Walsh 2006) is financed through borrowing.8 Their model generates a hump-shaped response to inflation. However,

their results on the cyclicality of the markup rely a different definition of the markup—one that includes the cost

of borrowing inputs—from the definition used by Nekarda and Ramey (2020) and others in generating the empirical

evidence. Once adjusted for this measurement, the markup in their model is still countercyclical. Similarly, Hyun

et al. (2023) propose a model that uses a translog production function that generates procyclical returns to scale.

They find a high degree of complementarity between labor and energy, which is also able to deliver procyclical

markups and countercyclical labor shares unconditionally. This differs from the focus of the present study, which is

on markup cyclicality conditional on monetary policy shocks. Finally, in the pursuit of connecting these phenomena,

a large post-Keynesian tradition, notably within the Kaleckian/neo-Kaleckian framework, also considers the joint

are rigid but prices are perfectly flexible, the NK model delivers a constant (acyclical) markup. See Nekarda and Ramey (2020)

and Cantore et al. (2020) for a detailed discussion.
8We follow the literature in assuming a more standard working capital (i.e. only a fraction of the wage bill is borrowed each

period). Our estimates are in line with the empirical findings of Galindo Gil (2021).
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behavior of capacity utilization and demand fluctuations, albeit typically under the assumption of fixed markups and

cost-plus pricing principles (Blecker and Setterfield, 2019). As noted above, in the present study, we rely on capacity

utilization and markups which are both endogenous and time-varying.

The importance of capacity constraints is empirically borne out in Boehm and Pandalai-Nayar (2022), who use

the Fagnart et al. (1999) framework to show that the degree of capacity utilization is a sufficient statistic for the

degree of convexity of the industry’s supply curve. Other studies using this model include those of Àlvarez-Lois

(2006), who studies the effects of an MP shock in an economy with countercyclical markups, and Kuhn and George

(2019), who use it to explain multiple business cycle asymmetries. However, the model presented in Fagnart et al.

(1999) suffers from a key limitation, which is that markups can be procyclical following a demand shock only when

wages are countercyclical (and vice versa).9 As a result, the ex ante real interest rate in the model is procyclical for

most plausible parameterizations of the model. That is, expansionary MP shocks are associated with a rise in the ex

ante real interest rate.10 This is not the case in our model, where the existence of a labor effort margin causes labor

productivity to rise following a demand shock, which then allows both wages and markups to respond procyclically.

Note, however, that variable labor utilization models (à la Burnside et al., 1993) alone cannot produce procyclical

markups, nor can the capacity constraints model of Fagnart et al. (1999) by itself produce a countercyclical labor

share for the “right reasons”.

There exist other approaches to modeling capacity and slack. Hansen and Prescott (2005) consider an economy

where firms either operate plants or leave them idle and where capacity constraints bind when all plants are opera-

tional. Gilchrist and Williams (2000) incorporate investment irreversibility in a putty-clay environment to generate

capacity constraints, which are relaxed as capital of new vintage is installed. A different vein of research Michaillat

and Saez (2015, 2022, 2024) motivates slack in both product and labor markets as originating from matching frictions

in those markets. Likewise, excess capacity has been studied in the context of insufficient demand from consumers

where firms operate in a negligible marginal cost or fixed cost environment (Murphy, 2017; Auerbach et al., 2023).

In our model, excess capacity is precautionary; that is, it emerges as the optimal behavior of firms in the presence of

idiosyncratic demand uncertainty.

We also contribute to a literature on the behavior of inflation with respect to MP shocks. As discussed above,

inflation in our model has a hump-shaped response to MP shocks under normal economic conditions, but can respond

sharply on impact when utilization rates are high in the economy. We capture these effects in the state-dependent

Phillips curve that we derive in Section 3.4. In addition to Phaneuf et al. (2018) discussed above, approaches to

achieving hump-shaped inflation include incorporating departures from rational expectations (Adam, 2005), imperfect

information (Mankiw and Reis, 2002) and dynamic externalities (Tsuruga, 2007). In our model, however, we retain

purely forward-looking price-setting behavior by agents with rational expectations.

With respect to the state-dependency of the Phillips curve, the resurgence of inflation in the post-COVID recovery

has generated renewed interest in this area. For example, Harding et al. (2023) present a state-dependent formulation

9We explore the reasons for this analytically in Section 2. See footnote 16 on page 13 for additional discussion.
10As is well known, in the 3-equation NK model, the nominal interest rate may rise or fall following an expansionary MP

shock. However the ex ante real interest rate always falls. The counterfactual result in the Fagnart et al. (1999) model arises for

reasons outlined in Rupert and Šustek (2019). The ex ante real interest rate reflects households’ desire to smooth consumption

and the feasibility of their doing so. Procyclical markups lead to countercyclical wages, and households respond by borrowing

more to smooth consumption. This results in higher ex ante real interest rates.
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Figure 1: Example realizations of demand relative to capacity in the steady state. Given idiosyncratic demand, a firm’s capacity

choice implies that it may realize excess demand (relative to installed capacity) in some periods, and hold idle capacity in others.

of the Phillips curve that reflects the quasi-kinked nature of the Kimball aggregator that they assume. Likewise,

Benigno and Eggertsson (2023) propose a Phillips curve that incorporates non-linearities reflecting labor market

tightness. Finally, Comin et al. (2023) examine the effects of COVID era supply chain and capacity constraints

on inflation in an model where capacity is exogenously predetermined, and large aggregate shocks cause capacity

constraints to occasionally bind across the economy. In our Phillips curve formulation, the relevant state variable is

the rate of capacity utilization in the economy, reflecting product market tightness, when the shock occurs. Our study

offers a general description of inflation behavior—beyond episodes characterized by large shocks—by incorporating a

mechanism that also explains the cyclical behavior of productivity, markups, and the labor share. In our approach,

idiosyncratic shocks to firms imply binding constraints for some proportion of firms in every period, while aggregate

demand shocks induce an endogenous expansion of capacity—and therefore capacity utilization rates.

The paper is presented as follows. Section 2 presents the main model and characterizes the equilibrium. Section

3 presents important theoretical and analytical results that emerge from our model. Section 4 outlines our IRF

matching estimation procedure and results. Finally, section 5 discusses and concludes.

2 Model

Our economy is composed of a production sector, a household sector, and a monetary authority. The basic structure of

the model is familiar: the production sector consists of a single competitive final aggregating firm, and a continuum

of intermediate firms that produce individual varieties in a monopolistically competitive market. The household

sector is composed of a continuum of individuals who derive utility from consumption and disutility from working.

The monetary authority closes the model by setting a nominal interest rate according to a Taylor rule. Aggregate

uncertainty is introduced through a shock to this rule.

Capacity and Production In period t− 1, intermediate firms choose levels of capital and labor which together

determine the maximum production capacity of the firm for the next period. In addition to aggregate uncertainty,

this capacity is chosen in the presence of idiosyncratic demand uncertainty which is modeled as a serially uncorrelated

idiosyncratic shock to the firms’ demand function. Firms make the capacity decision balancing the cost of installing
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period t-1 period t+1period t

Capital, Kj,t−1

Planned Labor, Nj,t−1︸ ︷︷ ︸
Planned capacity for period t

Aggregate
Shock, ζt

Labor, Lj,t

Price, Pj,t

Idiosyncratic
Shock, νj,t

Effort, ξj,t

Capital, Kj,t

Planned Labor, Nj,t︸ ︷︷ ︸
Planned capacity for period t+1

Figure 2: Timing of the model for the production sector.

more capacity with the expected higher revenue that the additional capacity may bring in.

This setup contrasts with the standard approach where only capital is pre-decided, but labor can be varied as

necessary after demand is realized such that any level of output can be achieved. In our model, however, the maximum

possible level of employment for the firm is determined through its capacity choice in the previous period. Due to

its idiosyncratic nature, a firm’s demand may exceed this maximum capacity in some periods. This probability of

being capacity constrained is internalized by the firm as a constraint while setting prices. It is important to note,

however, that the realization of the idiosyncratic shock does not affect the capacity setting decision of the firm for the

next period. This follows directly from our assumption that the idiosyncratic shock is serially uncorrelated. Figure 1

illustrates graphically the nature of the firm’s demand and the implications of its capacity choice in the steady state.

Timing To facilitate aggregation, we adopt the following timing sequence. Prior to the start of each period, each

jth firm faces two kinds of demand uncertainty: aggregate uncertainty (monetary policy shock, ζt, in this model)

and idiosyncratic uncertainty (denoted by νj,t) as described above. We assume that the two shocks are uncorrelated.

In period t− 1, the firm plans for a level of capacity in period t without knowing the realization of either ζt or νj,t,

and based on its expectations which are informed by the (known) moments of both shocks. This planned capacity

decision entails choosing a level of capital stock and a level of maximum employment. At the start of the period t,

after the aggregate shock ζt is observed, the j
th firm takes its pricing decision, Pj,t, and hires workers Lj,t at a wage

Wt. After the idiosyncratic demand uncertainty is resolved, the firm observes its period demand. The firm then

proceeds to extract a level of effort ξj,t from its workers in order to produce output and meet realized demand. Note

that this setup implies that firms adjusts to aggregate shocks through the choice of P and L, while it adjusts to the

idiosyncratic shock through movements in ξ.

This timing schema ensures that firms are always ex ante identical (before the shocks) and ex-post heterogeneous

in a way that allows aggregation of both quantities as well as economy-wide prices. Figure 2 illustrates the timing

sequence for the production sector. The following sections describe each sector in greater detail.

2.1 Final Firm

Our set-up of the final firm follows Fagnart et al. (1999). As in standard New Keynesian frameworks, the final firm

aggregates inputs from intermediate firms into a final good that is sold in a perfectly competitive market. These

intermediate firms are indexed by j ∈ [0, 1]. The final firm uses a constant-returns-to-scale CES aggregator similar

8



to the one introduced in Dixit and Stiglitz (1977):

Yt =

[∫ 1

0

(Yj,t)
ϵ−1
ϵ (νj,t)

1
ϵ dj

] ϵ
ϵ−1

(2.1)

Here, ϵ > 1 represents the elasticity of substitution between the varieties produced by the j firms. As in Fagnart

et al. (1999), νj,t ≥ 0 is the realization of the idiosyncratic shock for the jth input producer. The idiosyncratic shock

is assumed to be drawn from a serially uncorrelated stochastic i.i.d. process. For the purposes of this paper, we

assume that this process is fully characterized by a log-normal distribution with support over [0,∞). The process

has a mean µν = 1 and variance σ2
ν (to be estimated later).

Note that νj,t in (2.1) represents the realized value of the shock. This is because the final firm operates after all

uncertainty has been resolved. Both the actual quantity of output from the jth firm, as well as the quoted prices are

known to the final firm. However, the final firm also has to take into account the fact that some firms may be capacity

constrained, that is to say, they may have experienced a positive shock to their demand large enough that they are

constrained by their installed capacity, Ȳj,t, which was decided prior to the shock. Thus, the final firm maximizes:

max
Πt

Π = PtYt −
∫ 1

0

Pj,tYj,t dj

subject to

Yj,t ≤ Ȳj,t

Denoting the relative price of the jth firm by Pj,t/Pt = P̃j,t, the solution to the final firm’s problem is given by

the following ∀j ∈ [0, 1]:

Yj,t =


P̃−ϵ
j,t Ytνj,t if 0 ≤ νj,t ≤ ν̄j,t

Ȳj,t otherwise
(2.2)

where

ν̄j,t =
Ȳj,t

P̃−ϵ
j,t Yt

(2.3)

Here, ν̄j,t represents the value of the demand shock at which the jth firm hits its capacity constraint, Ȳj,t. As

discussed above, the intermediate firms are identical until the realization of the idiosyncratic shock. This implies

that they choose the same capacity and price, and have the same shock threshold ν̄. Thus, ∀j, Ȳj,t = Ȳt, P̃j,t =

P̃t and ν̄j,t = ν̄t. Since firms are only differentiated by their shocks each period, the law of large numbers implies

that final firm’s aggregating function, equation (2.1), can be re-written as

Yt =

[
(P̃−ϵ
t Yt)

ϵ−1
ϵ

∫ ν̄t

0

νt dF (ν) + (Ȳt)
ϵ−1
ϵ

∫ ∞

ν̄t

ν
1
ϵ
t dF (ν)

] ϵ
ϵ−1

(2.4)

where F (ν) is the distribution function of the idiosyncratic productivity shocks, and the integral has been partitioned

in line with (2.2). Given a threshold shock value, ν̄t, F (ν̄t) describes the proportion of firms that are operating

with excess capacity (i.e., demand deficient firms), while 1−F (ν̄t) describes the proportion of firms operating at full

capacity, i.e., capacity constrained firms.

The set-up of the final firm’s problem in Fagnart et al. (1999) allows us to directly obtain closed form represen-

tations of aggregate capacity utilization and the relative price as functions only of the threshold shock value ν̄. We

restate these formulations here.
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Aggregate Capacity Utilization Aggregate capacity utilization is defined as y∗t = Yt
Ȳt

. Combining equations

(2.3) and (2.4), we have:

y∗t =
Yt

Ȳt
=

[(
1

ν̄t

) ϵ−1
ϵ
∫ ν̄t

0

νt dF (ν) +

∫ ∞

ν̄t

ν
1
ϵ
t dF (ν)

] ϵ
ϵ−1

(2.5)

with the right-hand side depending entirely on ν̄, the distribution of ν, and ϵ. It can be shown that y∗ is strictly

decreasing in ν̄ and is bounded by the [0, 1] interval.

Relative Price Further manipulation of equations (2.3) and (2.4), and recalling that P̃ = P/P, yields

P̃t =

[∫ ν̄t

0

νt dF (ν) + (ν̄t)
ϵ−1
ϵ

∫ ∞

ν̄t

ν
1
ϵ
t dF (ν)

] 1
ϵ−1

= (y∗t ν̄t)
1
ϵ (2.6)

The relative price P̃ is strictly increasing in ν̄ and is upper-bounded by 1.

Note that the latter equality also reflects the definition of ν̄, given in (2.3). In any given period t, P represents

the price paid by customers, i.e., households and firms, for the final good which they consume and invest. But P is

the nominal price set and received by intermediate firms for their variety. In a standard New Keynesian setup with

Rotemberg pricing, the final price is the same as the price set by intermediate firms and P̃ = 1. This equivalence

result of P = P is only achieved in our model when capacity constraints are completely absent, i.e., as ν̄ → ∞.

2.2 Intermediate Firms

There exists a continuum of intermediate firms on the unit interval that produce differentiated goods. As described

above, the production process involves setting a capacity and hiring workers before observing demand, and varying the

effort of workers to meet demand after it is observed. The decisions of the firm are made under different information

sets. We describe the production process and these decisions in detail below.

Production In period t − 1, firms determine capacity for period t by choosing a level of capital, K, and the

maximum planned number of workers who can operate on that capital, denoted by N , according to a CES capacity

function:

Ȳj,t =
(
αKK

ψ
j,t−1 + αNN

ψ
j,t−1

) 1
ψ

(2.7)

where Ȳj,t is the jth firm’s level of capacity planned in period t − 1 for period t, ψ is the substitution parameter

capturing the degree to which K and N can be substituted for each other in setting capacity, while αK and αN are

distribution parameters.11 Note that the choices of K and N in t−1 are made under both aggregate and idiosyncratic

uncertainty; that is, neither ζt nor νi,t are realized, although the moments of ν are known to the firm. Since capacity

planned for period t is pre-determined in period t − 1 through the choice of factor levels, we can rewrite planned

capacity as:

Ȳt =

[
αK

(
Kt−1

Nt−1

)ψ
+ αN

] 1
ψ

Nt−1 = AtNt−1 (2.8)

11If σ ∈ [0,∞) is the capital-labor elasticity of substitution, ψ = σ−1
σ

, which implies that ψ ∈ (−∞, 1]. For values of σ < 1.0

(ψ < 0), N and K are considered complements. See section 4.3 for further discussion on the role of σ in the dynamics of the

markup.
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where At is the productivity of each worker implied by the capital-labor ratio chosen in equation (2.8). Notice that

we have dropped the j subscript as all firms are ex ante identical and have the same information set when they choose

their capacity, leading to identical choices of capacity, capital levels and planned employment levels.

At the start of period t, after observing any aggregate shocks, the firm hires a level of labor Lt subject to

Lt ≤ Nt−1 (2.9)

The inequality above indicates that the firm cannot choose to hire more employees in period t than was planned for

in period t− 1.12

Note that L and N are related but distinct labor variables. Nt−1 refers to the maximum planned number of

workers for period t, so we refer to AtNt−1 as planned capacity. Lt refers to the number of workers actually hired in

period t; AtLt therefore refers to the actual productive capacity of the firm in period t. The inequality constraint

in (2.9) allows for the possibility that firms choose a lower actual productive capacity in period t compared to what

was planned in t− 1. For simplicity, we assume that (2.9) always binds so that

Ȳt = AtNt−1 = AtLt

for all t. We maintain both L and N in the exposition below to underscore that the labor market clears and wages

are determined after the aggregate shock is observed, in keeping with the standard timing.

Once both the aggregate and idiosyncratic shocks have been realized and demand is known, the firm undertakes

production. The production function is linear in effective labor and is given by:

Yj,t = Atξj,tLt (2.10)

where ξj,t ∈ [0, 1] is the level of effort extracted from hired labor Lt by the jth firm.13 Here, we re-introduce the

j subscripts since firms are ex-post heterogeneous due to different realizations of demand. Thus, the idiosyncratic

demand that materializes is met through adjustments in labor effort, ξ. When the firm produces at capacity, i.e.,

Yj,t = Ȳt, then ξj,t = 1 and output equals actual capacity, AtLt. Thus, the ex-post marginal productivity of labor in

the period of production is given by Atξj,t and is dependent on the level of effort required from labor.

Firm Optimization We relate the optimal decisions of the firm in reverse order below. After all uncertainty

(aggregate and idiosyncratic) is resolved, the firm observes its demand, Yj,t. The firm determines the level of effort

required to meet Yj,t. This effort decision follows directly from (2.10):

ξj,t =
Yj,t
AtLt

(2.11)

Apart from ξj,t, the firm makes all its decisions before the idiosyncratic shock is realized and demand Yj,t is exactly

known. Firms therefore use the possible outcomes described in (2.2) to form probability weighted expectations about

their future demand as follows:

Eν{Yt} = (P̃t)
−ϵYt

∫ ν̄t

0

ν dF (ν) + Ȳt

∫ ∞

ν̄t

dF (ν) (2.12)

12The inequality constraint in (2.9) additionally highlights the Leontief nature of labor and installed capital in the short

run. This production structure, where the elasticity of substitution between labor and capital differs over time-horizons, has

significant empirical support. See Koh and Santaeulàlia-Llopis (2022) and Chirinko and Mallick (2017) for recent evidence.
13In Burnside et al. (1993), the value of ξ belongs in the [0,∞) interval.
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Note that although the choice of ξj,t is static after the idiosyncratic shock, the effort mechanism is dynamic over

time. More specifically, the firm forms expectations over the level of effort to be extracted from workers in the future.

Using equations (2.11) and (2.12) above, the firms’ expectations on labor effort, denoted by ξ̄t, can be defined as:

ξ̄t = Eν{ξj,t} =
Eν{Yt}
AtLt

(2.13)

We can show that ξ̄ is a strictly decreasing function of ν̄:

ξ̄t =
1

ν̄t

∫ ν̄t

0

ν dF (ν) +

∫ ∞

ν̄t

dF (ν) (2.14)

Value Function The value of the firm is given by the following:

V (Kt−1, Nt−1, P̃t−1, Lt−1) =

max
P̃t,Lt,Kt,Nt

P̃t · Eν{Yt} −WtLt − It − ΦP (Pt, Pt−1)− ΦH(Ht, Lt−1) + Et{ρt,t+1V
′(Kt, Nt, P̃t, Lt)} (2.15)

subject to:

Kt = (1− δ)Kt−1 +ΦI(It, It−1) (2.16)

Lt = (1− ϱ)Lt−1 +Ht (2.17)

and equations (2.8), (2.9) as an equality, (2.12) and (2.13), where term ρt,t+1 represents the stochastic discount

factor.14

Here, (2.16) and (2.17) are the capital and labor laws of motion. Term I is investment while H is new hir-

ing to replace the exogenous per-period rate of separations given by ϱ. Expressions ΦP (P̃t, P̃t−1), Φ
I(I, It−1) and

ΦH(Ht, Lt−1) represent price adjustment, investment adjustment, and labor adjustment costs respectively.15 These

take the following functional forms:

ΦP (P̃t, P̃t−1) =
ϕP

2

(
Π

P̃t

P̃t−1

− 1

)2

Yt (2.18)

ΦI(It, It−1) =

[
1− ϕK

2

(
It
It−1

− 1

)2
]
It (2.19)

ΦH(H,Lt−1) =
ϕH

2

(
H

L̃t−1

− ϱ

)2

Yt (2.20)

Price Decision Maximizing the above with respect to the relative price P̃ yields the following optimality condi-

tion:

P̃t =
ϵΓ(ν̄t)

ϵΓ(ν̄t)− 1

[
Wt

Atξ̄t
− ϕP

ϵΓ(ν̄t)Eν{Yt}
(Υt − Et{ρt,t+1Υt+1})

]
(2.21)

14To simplify the notation, the shocks have been excluded from the state vector.
15We include labor adjustment costs to differentiate between the notion of adjusting capacity versus adjusting capital outlays.

In Section 4, we estimate the hiring adjustment cost parameter ϕH and find it to be very small relative to investment adjustment

costs.
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where

Γ(ν̄t) =
(P̃t)

−ϵYt

Eν{Yt}

∫ ν̄t

0

ν dF (ν) (2.22)

Υt =

(
Πt

P̃t

P̃t−1

− 1

)(
Πt

P̃t

P̃t−1

)
Yt (2.23)

As in Fagnart et al. (1999), the term Γ(ν̄t) plays a key role in the dynamics of our model, and can be understood

as the proportion of expected output that is produced by firms unconstrained by their capacity. In other words, this

is the weighted probability of the firm holding excess capacity in the period. Indeed, combining equations (2.12) and

(2.2), it can be shown that this this term is a strictly increasing function only of ν̄:

Γ(ν̄t) =

∫ ν̄t
0
ν dF (ν)∫ ν̄t

0
ν dF (ν) + ν̄t

∫∞
ν̄t

dF (ν)
(2.24)

However, the pricing policy in (2.21) differs from Fagnart et al. (1999) in a crucial way. Specifically, the interaction

of Γ(ν̄) and ξ̄ plays a crucial role in the dynamics and cyclicality of the markup and wages. To see this, assume that

ϕP = 0, i.e., a model with no price rigidities. In this case, the firm’s optimal price choice is simply given by:

P̃t =
ϵΓ(ν̄t)

ϵΓ(ν̄t)− 1︸ ︷︷ ︸
markup

(
Wt

Atξ̄t

)
︸ ︷︷ ︸

marginal cost

Equation (2.6) shows that P̃ is strictly increasing in ν̄. That is, following an expansionary demand shock, the relative

price falls. Since Γ(ν̄t) is strictly increasing in ν̄, expansionary shocks lead to a decline in Γ(ν̄t) and an increase in

the markup. Since A is predetermined when choosing P̃ , it is clear procyclical wages require ξ̄ to rise faster than the

markup. Thus, in our model, achieving procyclical aggregate markups and aggregate wages simultaneously requires

a strong productivity response indicated by ξ̄. We explore this point further in Section 3.16

As is well known, the steady state markup in the New Keynesian is given by

µNK =
ϵ

ϵ− 1
(2.25)

The standard New Keynesian case is therefore simply a special case of (2.25) where ν̄t → ∞ and Γ(ν̄t) = 1, i.e., when

firms are never constrained by their capacity and all the output is produced by unconstrained firms.

Capacity Decisions The firm’s capacity decisions consist of choosing a level of capital stock K and a maximum

level of labor N . These decisions are made under full uncertainty (i.e., the realizations of both ν and ζ are unknown).

The firm once again uses the value function in (2.15) and the associated constraints. Maximization then yields

the following optimality condition for capital stock K:

Et

ρt,t+1 αK

(
Ȳt+1

Kt

)1−ψ


(
P̃t+1 −

Wt+1

At+1ξ̄t+1

)∫ ∞

ν̄t+1

dF (ν)︸ ︷︷ ︸
A

+
Wt+1

At+1ξ̄t+1

(
Eν{Yt+1}
Ȳt+1

)
︸ ︷︷ ︸

B




= Qt − Et{ρt,t+1(1− δ)Qt+1}

(2.26)

16The above exposition also highlights our contribution to this class of models. In Fagnart et al. (1999) and other studies

using their model, the marginal cost is given by W/A. Without a mechanism for increasing productivity, the model is incapable

of producing procyclical markups without also producing countercyclical wages.
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where Q is the marginal price of capital given by:

Qt

(
1− ϕK

It
It−1

(
It
It−1

− 1

)
− ΦI(·)

)
+ ϕKEt

{
ρt,t+1Qt+1

(
It+1

It

)2(
It+1

It
− 1

)}
= 1 (2.27)

Equation (2.26) above is intuitively understood as follows. The right hand side represents the discounted cost of

installing an additional unit of capital. The left hand side represents the discounted value of two elements, normalized

by the marginal product of capital. The first element, indicated by A , is the expected profits (expected price minus

the expected marginal cost) generated from a marginal unit of capital, adjusted for the probability of being capacity

constrained—i.e., not being able to operate that marginal unit of capital. This, therefore, represents the expected

opportunity cost involved in maintaining a certain level of capacity. The second element, indicated by B represents

the expected production costs at a certain level of capacity, conditioned on the probability of operating that capacity.

The firm, therefore, chooses its level of capital such that the expected operating and opportunity costs are balanced

by the costs of installation.

The maximum labor level N , in turn, is determined by the following optimality condition:

Et

ρt,t+1

αN
(
Ȳt+1

Nt

)1−ψ (
P̃t+1 −

Wt+1

At+1ξ̄t+1

)∫ ∞

ν̄t+1

dF (ν)︸ ︷︷ ︸
A

+
Wt+1

At+1ξ̄t+1

(
αN

(
Ȳt+1

Nt

)1−ψ ∫ ν̄t+1

0

ν dF (ν)− Eν{Yt+1}
Nt

)
︸ ︷︷ ︸

B


 = Et {ρt,t+1Ξt+1} (2.28)

where Ξt is given by:

Ξt = ϕH
(
Ht

Lt−1
− ϱ

)
Yt
Lt−1

The intuitive explanation for (2.28) closely resembles (2.26). A represents the opportunity cost of maintaining a

certain level of employment, normalized by the marginal product of a planned employee. B represents the expected

cost of operation at a level of employment, similarly normalized. The right hand side equals the discounted labor

adjustment costs associated with achieving a level of employment Nt. Thus, the firm chooses a production capacity

with a level of maximum labor such that the expected wage bill, at the margin, is exactly justified by expected

opportunity and operating costs of maintaining that capacity.

2.3 Households

The household sector features a continuum of households indexed by the unit interval. Households supply labor at a

wage Wt to the production sector. To introduce nominal wage rigidities, we assume the existence of a labor agency

that costlessly aggregates the different labor types into a homogeneous labor unit to be sold in a perfectly competitive

market to the intermediate firms.

Aggregate Labor Supply The labor aggregating agency uses a CES aggregator of the form:

Lt =

(∫ 1

0

(Li,t)
ϵW−1

ϵW di

) ϵW

ϵW−1
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where Lt is the aggregate level of labor demanded, Li,t is the level of labor supplied by the ith household, ϵW > 0

is the degree of substitutability between various labor types. Assuming labor of the ith household is supplied at the

real wage rate of Wi,t, optimization yields the labor demand for each household’s labor:

Li,t =

(
Wi,t

Wt

)−ϵW

Lt (2.29)

where Wt is the aggregate wage index given by:

Wt =

[∫ 1

0

W 1−ϵW
i,t di

] 1
1−ϵW

(2.30)

The Problem of Households The objective function of the household i is given by

E0

∞∑
t=0

βt U(Ci, Li)

where U(Ci, Li) is the expected period utility of the household, defined by:

U(Ci, Li) = Eν
[
logCi,t − ω

(ξi,tLi,t)
1+φ

1 + φ

]
= logCi,t − ω

L1+φ
i,t

1 + φ
Eν [ξ1+φi,t ] (2.31)

Here, Ci,t is the period consumption of the ith household, and ξi,tLi,t is the effective labor supplied by the

household. This latter concept captures both the number of hours as well as the actual effort expended each hour in

the period. For simplicity, we assume that effort and hours enter the utility function symmetrically. This treatment

of effective labor as a function of effort and hours is similar to the specification in Burnside et al. (1993).

At the start of period t, after observing the aggregate shock and before observing the idiosyncratic shock, household

members contract to supply labor. But since the firm’s demand has not yet manifested, households may have to

expend different effort levels ξi,t depending on the demand received by the firm. Households therefore choose a level

of labor Li,t based on their expected level of effort.

The individual household members maximize these preferences subject to the budget constraint, which is standard:

Ci,t +Bi,t + VtSi,t ≤ Wi,tLi,t −
ϕW

2

(
Πt

Wi,t

Wi,t−1
− 1

)2

WtLt︸ ︷︷ ︸
Rotemberg wage adjustment costs

+RtBi,t−1 + Si,t−1(Vt +Dt) (2.32)

where Bi,t are the real bond holdings of the household, Rt the risk-free interest rate, Si,t are the stock holdings

representing ownership of the intermediate firms, Vt is the price associated with the stock, and Dt is the dividends

issued by the intermediate firms. The Rotemberg wage adjustment costs represent the household’s lost income

associated with changing the nominal wage across periods. The parameter ϕW governs the degree of nominal wage

stickiness.

Since the idiosyncratic uncertainty of the firm only affects the effort levels of the household, using the definition

of Eν [ξi,t] from (2.13), we get:

Eν
[
ξ1+φi,t

]
=

[(
1

ν

)1+φ ∫ ν̄

0

ν1+φ dF (ν) +

∫ ∞

ν̄

dF (ν)

]
︸ ︷︷ ︸

Expected disutility from effort

Thus, after dropping the i-indexation, the expected utility function can be re-written as:

EνU(C,L) = logCt + ω
L1+φ
t

1 + φ

[(
1

ν

)1+φ ∫ ν̄

0

ν1+φ dF (ν) +

∫ ∞

ν̄

dF (ν)

]
(2.33)
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Denoting the Lagrangian multiplier on the household’s budget constraint by λHt , the solutions to the household’s

problem are presented below:

W.r.t. Consumption

λHt =
1

Ct
(2.34)

W.r.t. Stocks

Et
{
ρt,t+1

(
Vt+1 +Dt+1

Vt

)}
= 1 (2.35)

W.r.t. Bonds

Et
{
ρt,t+1

Rt
Πt+1

}
= 1 (2.36)

W.r.t. Wages

Wt(1 + χt)− Et
{
ρt,t+1Wt+1

Lt+1

Lt
χt+1

}
=

ϵW

ϵW − 1︸ ︷︷ ︸
Wage markup

ωLφt
λHt

[(
1

ν̄t

)1+φ ∫ ν̄

0

ν1+φt +

∫ ∞

ν̄

dF (ν)

]
︸ ︷︷ ︸

Expected MRS

(2.37)

where the auxiliary variable χt is defined as

χt ≡
ϕW

ϵW − 1
Πt

Wt

Wt−1

(
Πt

Wt

Wt−1
− 1

)
(2.38)

Note that the first order condition with respect to wages contains a term that captures households’ uncertainty

related to effort. Since households form expectations over the level of effort they have to expend, they evaluate their

expected marginal rate of substitution (MRS). The choice of optimal wage (adjusted for expected wage growth and

income loss from wage adjustment costs) then equals a markup over this expected MRS.

2.4 Central Bank

Monetary policy is managed by a Central Bank that targets both output and inflation following a Taylor rule. The

Taylor rule is given by

Rt

R̄
=

(
Rt
Rt−1

)ρS ((Πt

Π̄

)ρπ ( Yt
YSS

)ρY )1−ρS
eζ (2.39)

where R̄, Π̄ and YSS are the target steady state (gross) nominal interest rate, (gross) inflation rate and output level

respectively; ρπ and ρY are feedback coefficients on inflation, and output respectively, ρR is an interest-rate smoothing

coefficient and ζ is the nominal interest rate shock that follows an AR(1) process in logs

ln ζt = ρR ln ζt−1 + ϵr

where ϵr ∼ N(0, σ2
r) is a random shock.
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2.5 Equilibrium

Finally, the model is closed with a resource constraint that equates output in the economy to the sum of consumption,

investment and price adjustment costs.

Yt = Ct + It +ΦP (Pt, Pt−1) (2.40)

The dynamic equilibrium of this economy can be summarized as a vector of prices, quantities and proportions

such that the optimality conditions outlined above are satisfied, and markets clear. Specifically, these include the

price vector {Pt, Pt,Wt, Rt}, the quantity vector {Yt, Yt, Ct, Lt,Kt, Nt}, and the proportion of firms with excess

capacities, {Γ(ν̄t)}.

3 Analytical Results

In this section, we illustrate some of the properties of the model focusing on the implications for the markup, labor

share and inflation in the model. We derive log-linearized approximations of the nonlinear model equations, and

analytically establish the role of key parameters in determining the cyclicality of the markup, labor share and wages.

We then derive the Phillips curve implied by our model, and outline the conditions necessary for the characteristic

hump-shaped response.

3.1 Markup Cyclicality

In this section, we establish the conditions for the cyclicality of the markup. Unlike in the canonical NK model,

the cyclicality of the markup depends on the parameterization and state of the economy. We start by presenting a

log-linearized expression for the cyclicality of the markup.

Proposition 1. The response of the markup is given by:

µ̂t =
−Γ̂(ν̄t)

ϵΓ(ν̄)− 1︸ ︷︷ ︸
1

−ϕ
P

Ψ1


(π̂pt − βEtπ̂pt+1)− (π̂wt − βEtπ̂wt+1)︸ ︷︷ ︸

2

− ϵW − 1

ϕW
(m̂rst − ŵt)︸ ︷︷ ︸
3


(3.1)

where Ψ1 = E{Y }P̃ (ϵΓ(ν̄)− 1) is a constant, all hatted variables are deviations from the steady state, and variable

names without a time subscript are steady state values. π̂p represents the inflation rate in the relative-price P̃ ; π̂w

is the real wage inflation rate; and m̂rs is the change in the household’s marginal rate of substitution seen in (2.37).

Proof. See Appendix A.1.

From Proposition 1, we see that the markup is composed of 3 elements. The first, indicated by 1 , represents

the impact of desired markups due to capacity constraints on the firm’s pricing decision. The second term, indicated

by 2 , is the relative inflationary trajectories of the intermediate firm price P̃ and the real wage, W . The final term,

indicated by 3 , is a measure of the rigidities in the labor market. While the variables are determined in general

equilibrium, we focus here on the role of specific parameters.
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This expression of the markup allows us to explore the role of nominal and real rigidities in the model.17 We

start with the role of nominal price rigidities in the model, denoted by ϕP . The sign of ∂µ̂t/∂ϕ
P is ambiguous, but

note that setting ϕP = 0 makes the markup equal to −Γ̂(ν̄t). As defined above, Γ̂(ν̄t) is the percentage change in

the proportion of output from firms with idle capacity—this is strictly countercyclical (see equation 2.24). Thus, in

the absence of price rigidities, the markup is always procyclical. More generally, lower price rigidities increase the

likelihood of procyclical markups because they allow firm prices to reflect capacity considerations.

To explore the role of nominal wage rigidities, note that

∂µ̂t
ϕW

=
ϕP

(ϕW )2

(
ϵW − 1

Ψ1

)
(m̂rst − ŵt)

which depends on the sign of m̂rst − ŵt, that is, the difference between the marginal rate of substitution of the

household and the wage rate. This difference is always procyclical after a demand shock when ϕW > 0, since wages

cannot update fast enough to match the marginal rate of substitution of the household. Thus, we have the condition
∂µ̂t
ϕW

> 0, which implies that higher wage rigidities correspond to a higher increase in markups.

At the limit, as ϕW → ∞, the term 3 disappears, and the direction of the markup depends only on the interplay

of nominal intermediate price inflation and real capacity constraints:

µ̂t =
−Γ̂(ν̄t)

ϵΓ(ν̄)− 1
− ϕP

Ψ1

{
(π̂pt − βEtπ̂pt+1) + (π̂t − βEtπ̂t+1)

}︸ ︷︷ ︸
Nominal intd. price inflation

(3.2)

Next, we explore the role of real rigidities in the model. On the production side, the key real rigidities are the

capacity constraints. Relaxing this in our model is equivalent to setting ν̄t → ∞, i.e., firms are never constrained by

their capacity. From (2.24) and (2.6), we know that this means that P̃t = Γ(ν̄t) = 1 ∀t, implying Ψ1 = ϵ − 1. With

P̃t and Γ(ν̄t) converging to constants, π̂pt = Γ̂(νt) = 0, reducing (3.2) to:

µ̂t = − ϕP

(ϵ− 1)
[(π̂t − βEtπ̂t+1)]

which is, of course, identical to the log-linearized expression for the Phillips curve in the textbook New Keynesian

model. In other words, in the absence of capacity constraints, the markup in our model is observationally identical

to the New Keynesian model.

Finally, the only real rigidity in the labor market in our model is the monopoly power of workers selling differen-

tiated labor. Specifically, lower ϵW is associated with greater monoply power of the households in the labor market.

Notice again that
∂µ̂t
ϵW

< 0, implying that higher household labor market power in the labor market implies higher

price-cost markup in the product market. This highlights the pass-through of labor market markups into the product

market.

Together, the results emerging from Proposition 1 indicate that higher capacity utilization rates at the time of

the aggregate shock elicit higher desired markups from firms. Greater labor market imperfections—both nominal

and real—allow firms to realize these higher markups, driving aggregate markups to be procyclical. In contrast,

product market, nominal imperfections work in the opposite direction, making it harder for firms to realize the

higher markups.

17Note that ϵΓ(ν̄) > 1 at the steady state, so that the coefficient on the RHS of equation (3.1) is positive. For ϵ > 1 and

α > 0, this is guaranteed by the steady state relationship Γ(ν̄) = 1
α(ϵ−1)+1

. See Section 4.2 for more discussion on this.

18



3.2 Labor Share Cyclicality

Next, we establish a relationship between the markup and the labor share. Unlike in the textbook New Keynesian

models, there is no perfectly inverse relationship between the markup and the labor share. Instead, the output loss

due to capacity constraints forms a wedge between these two variables. Depending on the degree of loss associated

with capacity constraints, the labor share and markup can be either pro- or countercyclical, and they can also both

be procyclical. We formalize this finding in the following proposition, and then investigate the conditions under which

empirically consistent cyclicality is obtained.

Proposition 2. The relationship between the labor share and the markup can be given by:

ŝt =
Ω

1− Ω
Ω̂(y∗t )− µ̂t (3.3)

where all hatted variables again represent log-deviations from the steady state, st is the labor share, µt is the markup,

and Ω(y∗) ≡ 1 − PEν{Y }
PY

is the output loss due to capacity constraints. It can be shown that Ω(y∗) ∈ [0, 1] and is

strictly increasing in the utilization rate y∗.

Proof. See Appendix A.2 for derivation.

The wedge Ω(y∗) has an intuitive interpretation. For any period t, the sum of all intermediate input is given by∫ 1

0

Yj,t = Eν{Yt}

which derives from the ergodicity of the IID idiosyncratic shock, ν. Recall that Eν{Y } > Y and P < P as long as

firms face any capacity constraints (i.e., ν̄t < ∞). Thus Ω(y∗) > 0 =⇒ P
P
Eν{Y } < Y. This inequality presents a

relationship between inputs (i.e., the output of intermediate firms) and aggregate output. In other words, capacity

constraints imply that the real value of inputs is less than the real value of final output. This “distortion” reflects

output that is neither captured by the labor share nor by the markup, and Ω(y∗) is a measure of that output.

Note that since y∗ is strictly procyclical, Ω(y∗) strictly increases following an expansionary demand shock—that is,

expansionary shocks cause constraints to bind tighter, and the output value loss to be increased. Whereas in the

textbook New Keynesian economy the labor share falls by the same amount that markups rise, in our economy with

capacity constraints, the loss to labor share is greater than the rise in markups.

Equation (3.3) implies that as the capacity constraints bind more (y∗ is higher), the wedge between the labor

share and the inverse-markup is increased. When no constraints bind (i.e., y∗ → 0 =⇒ Ω̂(y∗) = 0), the labor share

is exactly equal to the reciprocal of the markup, reflecting the textbook New Keynesian case.18

From this expression, we glean two key insights into the joint behavior of the markup and labor share. First,

the labor share is always procyclical if the markup is countercyclical. Second, if the markup is procyclical, the

cyclical response of labor share depends on relative responses of the output loss and the markup. In other words, the

evidence-consistent cyclicality of the markup does not automatically imply the evidence-consistent cyclicality of the

labor share.

18The perfectly reciprocal case of labor share and the markup emerges in NK models that feature Cobb-Douglas production

functions or linear production functions. More complex production technologies and features can introduce a wedge even in the

NK model. See Nekarda and Ramey (2020) for additional discussion.
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Figure 3: Distributional regimes: cyclicality of real wages, markups, and labor share depending on price rigidities, wage rigidities

and capacity utilization rates.

One additional special case relates to when there are no price rigidities, (i.e., ϕP = 0). In this case, the markup is

also only a strictly increasing function of ν̄ (see equation 2.24), making the labor share a strictly decreasing function

only of ν̄. In this case, all expansionary shocks cause the labor share to decline.

3.3 Distributional Regimes

Based on Propositions 1 and 2, we are in a position to graphically represent the implications of capacity utilization,

through its interactions with wage and price rigidities, for the behavior of markups, wages and labor share. We

demonstrate this through simulation, where we vary the price and wage rigidity parameters, ϕP and ϕW while

keeping the rest of the parameters the same as in Table 2. We then plot the cyclicality of the labor share and markup

in the first period following the shock. We perform this simulation for two different states: when the economy is at a

low utilization rate when the shock occurs, and when the utilization rate is high. The results are exhibited in Figure

3.

The result provides a key insight into the role of capacity utilization, price rigidities and labor market rigidities in

determining the response of economic variables. Zone A is characterized by a dominance of price rigidities over labor

market rigidities. Here, wages are procyclical, but the labor share and the markup exhibit counterfactual behavior.

Specifically, the labor share is procyclical and the markup countercyclical. Note that with respect to these variables,

the zone is observationally equivalent to a standard textbook New Keynesian model. The second case, Zone B is the

zone that aligns with the empirical evidence reviewed above. Wages, the labor share and markups all display the

correct cyclical properties. Generally speaking, this zone is characterized by a dominance of labor market rigidities

over price rigidities, as is generally the real world case.

Zone C is a zone where the labor share and the markup display the correct cyclicality, but wages are countercyclical.
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We find this case particularly intriguing, as it pertains to a case where the rate of inflation outstrips the rate of wage

growth, such that real wages fall. The evidence in Autor et al. (2023), where high inflation following the COVID

pandemic caused real wages to fall for a large section of the wage distribution, could represent a scenario where the

economy may have found itself in Zone C.19 Note additionally that the probability of Zone C is more likely when

capacity constraints bind more aggressively, as can be seen in the right panel. Generally speaking, when capacity

utilization is high, a higher degree of nominal price rigidity can still deliver procyclical markups than when utilization

rates are low.20

A striking aspect of Figure 3 is the dominance of the Zone B for the presented values of ϕP and ϕW , which

encompass typical values in the literature. Recall that the features of Zone B—procyclical wages, procyclical markups

and countercyclical labor share—cannot be generated in a standard New Keynesian model. However, Figure 3, which

is generated using parameter values estimated from the data (see Table 2), suggests that these are the features that

typically prevail under normal economic conditions. The typical responses seen in New Keynesian models (Zone A)

constitute a relatively small portion of the possible outcome space. A second interesting element, though less visually

apparent, is that this New Keynesian zone diminishes when utilization rates are higher. This once again highlights

the importance of capacity utilization as a driver of markup and labor share cyclicality, and reinforces the points

highlighted in Propositions 1 and 2.

3.4 Hump-shaped Inflation Response

In this section, we establish the conditions for the a hump-shaped response to inflation. Intuitively, an expansionary

demand shock has two opposing effects on inflation. The first effect is upward pressure on inflation: as in the

standard NK model, the expansionary shock causes an increase in real wages and inflationary expectations, which

directly raises inflation. Additionally, in our model with capacity constraints, firms increase their desired markup

in response to their increased probability of hitting their production capacity, and this, too, pushes prices upwards.

The second effect is downward pressure on inflation: as demand increases, firms first meet their output goals by

relying on the intensive margin of labor (extracting more effort from workers), which, as we discussed above, raises

the productivity of labor. These productivity effects of demand shocks are strongest early in the cycle, and can

mitigate inflationary pressures substantially, particularly when capacity utilization rates are low. As long as the

productivity effect dominates the wage and markup effects, inflation will remain subdued. Indeed, for appropriate

parameterizations, inflation can even fall in the immediate aftermath of an expansionary demand shock, providing

an explanation for the so-called “price puzzle”. In the section below, we provide analytical results demonstrating

these effects.

Proposition 3. The Phillips curve based on our model can be written as follows:

π̂t = Ψm̂ct + βEπ̂t+1 +G(Eŷ∗t+1, ŷ
∗
t , ŷ

∗
t−1) (3.4)

where Ψ =
Ψ1

ϕp
is a constant, and the function G(·) represents the effect of capacity utilization rate, y∗, on the rate

of inflation.

19To be precise, the evidence in Autor et al. (2023) shows that real wages grew for low-wage workers but declined for the

median worker in the period following the COVID pandemic.
20We find an additional edge case of a Zone D, which is characterized by a narrow zone where wages and the markup display

appropriate behavior, but the labor-share is procyclical.
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Figure 4: The decomposition of inflation (scale on the right axis) into the component driving parts (scale on the left axis) over

the cycle. Note that when capacity utilization is low (left panel), the productivity effects are large and dominate the upward

pressures (markups and wages), resulting in a distinct “price-puzzle” effect. When utilization is higher (right panel), markups

are the main source of upward pressures, which dominate the mitigating effects of productivity. Inflation increases on impact.

Proof. See Appendix A.3 for derivation.

Proposition 3 tells us that the realized inflation rate depends on the response of marginal costs, expected inflation

and on current and expected capacity utilization. Crucially, notice that the value of G(·) depends on y∗t−1, which is

a state variable. Thus, the Phillips curve in our model is state-dependent. In other words, following an expansionary

demand shock, the magnitude and sign of the inflation response depends on the utilization rate in the economy when

the shock occurs. This has implications for whether the disinflationary productivity effects or the inflationary wage

and markup effects dominate. Intuitively, when y∗t−1 is low, the productivity effects dominate because firms are able

to satisfy the additional demand with the available excess capacity more easily. Additionally, the probability of firms

hitting their capacity constraint rises, but less so. In contrast, when utilization is high at the time of the shock,

firms have little headroom to expand output to meet demand. Thus, the adjustment occurs through prices, which

rise faster as reflected in higher markups. This mechanism aligns with the arguments in Boehm and Pandalai-Nayar

(2022) regarding the reasons for the convexity of the supply curve.

To further drive intuition, we restate the Phillips curve to explicate the role of markups, wages, productivity and

expectations. We use the log-linearized definition of the markup, µ̂t = ˆ̃pt− m̂ct and marginal cost, m̂ct = ŵt− ât− ˆ̄ξt

to rewrite equation 3.4 as

π̂t = Ψ̃ŵt + µt + βEπ̂t+1 +H(ât,Eŷ∗t+1, ŷ
∗
t , ŷ

∗
t−1) (3.5)

Here, Ψ̃ is a constant, and H(·) is a function that captures the productivity effects in the model. This function is

also state-dependent whose value depends on the marginal productivity of labor determined through the combination

of K and N seen in equation (2.8), and the utilization rate in the economy.

Notice that a representation similar to equation (3.5), where inflation is decomposed into the contribution of

wages and markups, is not possible in a textbook New Keynesian model. This is because in a textbook model with

Rotemberg price rigidities, the price chosen by the intermediate firms (P in our model) is the same in equilibrium

as the aggregate price level (P in our model). Since P/P = 1, the markup in the standard model is the same as the

22



inverse of the marginal cost, which is a function of wages. Given such a set-up, the standard linearized Phillips Curve

can only show the relationship between the change in price (inflation) and the marginal cost, or—equivalently—the

negative markup.

In contrast, our model distinguishes between the intermediate good price and the aggregate price level. The

relationship is given in equation (2.6). This allows us to separate the changes in the aggregate price level—reflected

in inflation—from changes to the markup and wages, which reflect the intermediate good’s price.

In Figure 4, we provide a decomposition of inflation based on the components in the Phillips curve as stated in

equation (3.5). We provide the same results for two different parameterizations of capacity utilization rates, while

keeping the rest of the economy at the baseline parameterization.21 At a 70% utilization rate, we see that inflation

falls on impact, generating the “price puzzle”. This is due to the fact that although markups and wages are both

rising, the productivity effects of utilizing capacity more effectively, captured in H(·), dominate. This mitigating

effect drives inflation down. At a higher 90% rate of capacity utilization, we see that inflation is driven primarily by

the sharp rise in markups. Real wage inflation plays a relatively small role; indeed, later in the cycle, real wages even

fall. The hump-shaped response of inflation is still visible, however, as productivity effects are larger earlier in the

cycle.

It can be shown that when capacity utilization tends to zero such that firms are completely unconstrained by

capacity considerations, the function G(·) → 0, and we recover the standard New Keynesian Phillips curve22

π̂t = Ψm̂ct + βEπ̂t+1

Despite the functional similarity between the standard New Keynesian Phillips curve and our formulation in

equation (3.4), the two curves contain important differences in the specification of the marginal cost. In the canonical

NK framework, the marginal cost is increasing in output. This emerges from the CES (usually Cobb-Douglas)

specification of the production function which features diminishing marginal returns to individual factors.23 Our

model, however, features a distinction between the marginal cost of production and the marginal cost of capacity.

Whereas the marginal cost of increasing capacity is always increasing for a firm, the marginal cost of increasing

production is decreasing in output until the capacity limit.

We illustrate this theoretical mechanism in Figure 5. Assuming the wage to be given in the period, the marginal

cost of production falls until the level of installed capacity (Cap1 and Cap2 in the figure). This is because firms utilize

their installed capacity more effectively, manifesting as higher productivity of their workers. At capacity, the marginal

cost reaches its minimum. Output cannot be raised beyond capacity—the marginal cost of output is theoretically

infinite beyond the installed level of capacity. Raising capacity, however, invites diminishing returns to the individual

factors of capacity creation, K and N . This is reflected in the upward sloping marginal cost of capacity.

21The parameterization is based on the results from our Bayesian IRF matching exercise, which are provided in Table 2.
22See, for example, equation (24) in Gaĺı and Gertler (1999). Alternative, and equivalent, representations of the Phillips

curve focus on the (log deviations of) output gap ỹt ≡ yf − y or the markup directly. See equation (22) and (17), and Chapter

3, footnote 4 in Gaĺı (2015) for a discussion of the equivalence.
23In medium-scale extensions of the NK model, variable capital (not capacity) utilization, the “working capital channel” (a

la Ravenna and Walsh, 2006) and other modifications attempt to ameliorate the increase in the marginal cost.
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Figure 5: Marginal cost of production versus marginal cost of capacity. The x-axis plots output (Y ) and capacity (Ȳ ). The

y-axis plots marginal costs. The marginal cost of raising output, MCProd, is downward sloping, given some level of capacity.

The marginal cost of raising capacity, MCCap, is upward sloping.

4 Estimation and Quantitative Analysis

We now proceed to identify parameter values for which the model produces typical aggregate responses found in the

empirical literature. We find these parameters using Bayesian impulse-response function (IRF) matching, following

the empirical methodology and the VAR results presented in Christiano et al. (2010) (“CTW” hereafter). Under this

approach, our parameters of interest are identified such that the distance between the empirical impulse responses and

our DSGE model is minimized. We center our empirical approach around CTW because the VAR results presented

in this study have been used in several other papers (Christiano et al., 2016, 2021 etc.). Other studies have used the

models presented in CTW as baseline results against which new results are compared (Cantore et al., 2020; Qiu and

Ŕıos-Rull, 2022 etc.). Staying close to CTW allows us to immediately compare our results and contribution across

models and studies.

4.1 Approach

The empirical impulse responses are obtained from the estimation of a two-lag VAR using seasonally adjusted quarterly

data over the period 1951Q1 and 2008Q4. The estimation strategy we employ focuses on the IRFs of 8 of the 14

variables included in the CTW’s VAR exercise.24 We stack the contemporaneous and 14 lagged values of each of

these IRFs in a 120 × 1 vector. Following CTW, we excise the contemporaneous responses of variables from the

matching vector for all variables except the Federal Funds Rate, since the VAR estimation strategy requires these to

be zero in the empirical IRFs. Thus, our matching vector, denoted by Ψ̂, has 113 elements.

The estimation procedure follows CTW closely, which we summarize briefly here. Let the parameters of the model

24We drop the variables which do not have a corresponding object in our model. These are the variables for vacancies, job

finding rate, job separation rate, unemployment rate, and relative price of investment.
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be denoted by the vector θ, and the associated model impulse responses by Ψ(θ). If the true values of the model

parameters is given by θ0, then the values in Ψ̂ correspond to estimates of the values reflected in Ψ(θ0). When the

number of observations T is large, asymptotic sampling theory implies

√
T (Ψ̂−Ψ(θ0))

a∼ N(0,W (θ0, ζ0))

Here, ζ0 denotes the true values of the parameters of the shocks of the model. In our case, Ψ(θ0) is independent of

ζ0 since we solve our model using a first-order perturbation solution method, but, as Christiano et al. (2016) note,

the sampling distribution of Ψ̂ is still a function of ζ0. The asymptotic distribution of Ψ̂ is given by

Ψ̂
a∼ N(Ψ(θ0), V ) (4.1)

where V =W (θ0, ζ0)/T (4.2)

Following CTW’s method, Ψ̂ is treated as “data”. We seek to identify parameters such that Ψ(θ) is close to Ψ̂. This

is done by specifying priors for θ and computing the posterior distribution for θ using Bayes rule. Since (4.1) indicates

our “data” is normally distributed, the likelihood of Ψ̂ given θ can be written as:

f(Ψ̂|θ, V ) =

(
1

2π

)N
2

|V |−
1
2 exp

{
−1

2
(Ψ̂−Ψ(θ))

′
V −1(Ψ̂−Ψ(θ))

}
We seek to obtain the value of θ that maximizes the above likelihood. This would represent a maximum likelihood

estimator of θ, but as CTW show, it is only an approximate one because (1) the central limit theorem underlying

(4.1) holds only when T → ∞, (2) because the estimate of V holds only when T → ∞, and (3) the IRFs are based

on a linearized model solution, which represents a further approximation.25

4.2 IRF Matching Considerations

We begin by highlighting three considerations related to parameter estimation.

First, in order to further align our model with CTW, we extend our model to include some additional features

present in their model. These features include a “working capital channel” reflecting the need of firms to finance

their wage bill. Correspondingly, the wage bill facing the firm is given by

W̄t = (1− ι+ ιRt)Wt

where ι ∈ [0, 1] is the share of the wage bill that is borrowed by the firm. CTW assume that ι = 1, implying that

the entire wage bill is borrowed. This assumption of “full working capital” channel is standard in the literature.

However, empirical evidence suggests that this somewhat lower, at about 0.76 with large variation across industries

(Galindo Gil, 2021). We test the full channel assumption, and leave ι to be estimated by the model.

An additional extension is the introduction of long-run growth such that the economy is on a balanced growth

path. We include this to align our model with the assumptions adopted in the VAR estimation methodology in

CTW. However, unlike CTW who have two sources of growth in their model, we can only accommodate labour-

augmenting technological growth. This is due to our choice of a CES capacity function. As Jones (2005) and others

25We follow CTW in using a diagonal matrix as a consistent estimator of the matrix V . In practice, this amounts to selecting

a θ such that the model implied IRFs lie within the confidence tunnel around the point estimates in Ψ̂.
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demonstrate, a balanced growth path requires either a Cobb–Douglas technology or technical change that is purely

labor-augmenting.

A second matter for consideration relates to certain parameters and steady-state variables whose values are

jointly determined due to cross-restrictions implied by the model equations. The first such set relates to the normal-

ization of the CES capacity function following the “re-parameterization” procedure outlined in Cantore et al. (2015).

Specifically, the distributional parameters αK and αN are given by:

αK = α

(
Ȳ

K

)ψ
αN = (1− α)

(
Ȳ

N

)ψ
where Ȳ , K and N are steady-state values of capacity, capital and planned labor respectively. Therefore, our

estimation procedure focuses on specifying α, capital’s share of capacity.

Next, the steady state rate of capacity utilization y∗ss and the steady state labor share sss have important

implications for parameter estimation due to the state-dependent nature of the model. Both y∗ and s depend only

on ν̄ in the steady-state. In turn, ν̄ in the steady-state is fully determined by α, ϵ and the distribution function F (ν).

The latter is assumed to be a unit-mean lognormal process, whose variance σν is the sole parameter to be specified.

As in Fagnart et al. (1999), we evaluate (2.28) at the steady state and combine it with (2.24) to obtain the following

relationship:

Γ(ν̄)ss =

∫ ν̄ss
0

ν dF (ν)∫ ν̄ss
0

ν dF (ν) + ν̄ss
∫∞
ν̄ss

dF (ν)
=

1

α(ϵ− 1) + 1

Specifying values for y∗ss and sss therefore fixes the values of the parameters σν and α, and the steady-state

value of ν̄. However, while this may ensure that the parameters are consistent with y∗ss and sss, the resulting model

dynamics may not be. This issue emerges directly from the fact that the dynamics of our model are state-dependent.

That is, the variables respond to shocks differently depending on whether y∗ss is low or high at the time of the shock.

To align the dynamics of the model with the values chosen at the steady state, we allow for the utilization rate

experienced by the firms to differ from the aggregate utilization rate indicated by our chosen y∗ss. We do this by

extending equation (2.5) as follows:

y∗t =
Yt

Ȳt
=

[(
1

ν̄t

) ϵ−1
ϵ
∫ ν̄t

0

νt dF (ν) +

∫ ∞

ν̄t

ν
1
ϵ
t dF (ν)

] ϵ
ϵ−1

+ m̃

where m̃ is a fixed parameter. Rewriting this compactly gives us:

Yt = Y(Ȳt, F (ν)) + m̃

In other words, we assume that aggregate output is a function of capacity installed and the distribution of idiosyncratic

shocks F (ν), plus an exogenous quantity of output not determined by the model’s capacity dynamics, m̃.26 The

parameter m̃ operates in a fashion similar to the fixed cost parameter in standard models. That is, it dampens the

effect of the utilization rate on inflation and other dynamics. We leave m̃ to be estimated by the data.

One final matter for consideration is the empirical response of capacity utilization in CTW’s study. The VAR

exercise in CTW uses capacity utilization data for the manufacturing industry only, since this data is not collected

or published at a national aggregate level. This poses a problem for our IRF matching exercise because while other

26For intuition, if Yt represents GDP, m̃ can be thought of as imports or government production whose hiring and pricing

dynamics do not depend on domestic capacity constraints directly.
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Table 1: Non-estimated Parameters

Parameter Description Parameter Description

β 0.993 discount factor Gss 0.12 govt. consumption to GDP

δ 0.025 depreciation rate ϱ 0.05 exogenous separation rate

ϵW 6.0 elast. of sub. between labor varieties ω 1.0 weight on disutility of labor

y∗ss 0.80 steady-state capacity utilization sss 0.62 steady-state labor share

γ 1.0059 gross balanced growth rate π̄ 1.0083 gross inflation rate

variables (such as output, employment etc.) are matched to economy-wide aggregate responses, utilization will be

matched to the manufacturing industry’s response only.

Given our emphasis on the importance of capacity utilization for aggregate dynamics, we are keen to demonstrate

the ability of the model to match the VAR dynamics. We therefore additionally estimate an expanded model where

the manufacturing industry is modeled separately from the rest of the economy. To do so, we split the production

sector into a manufacturing industry (denoted with an M super-script) and a non-manufacturing industry (denoted

with an S super-script). Each industry is structurally identical to the production sector described in Section 2.2,

with an industry-specific aggregating firm as in Section 2.1. Thus

Yi
t =

[∫ 1

0

(
Y it,j

) ϵi−1

ϵi ν
1
ϵi

t,j dj

] ϵi

ϵi−1

where the final firm’s maximization yields

Y ij =

(
P it,j
Pi
t

)−ϵi

Y it

Here, P ij and Pi refer to the jth intermediate firm’s price and industry price for the ith industry for i ∈ M,S. The

output of the two industries, YM and Y S , are then aggregated by a final firm that aggregates the output of the two

firms into a final good, Y F , that is consumed by households and purchased for investment by intermediate firms.

Y Ft =
(
αM (YMt )ψ

F

+ αS(Y
S
t )ψ

F
) 1
ψF

The enhancement described here allows us to preserve a unified household sector with a single wage facing all firms.

This helps retain intuition gained from our explorations in section 3 by deviating minimally from the single-industry

model described earlier. The full set of equilibrium equations for this extension, along with additional discussion

related to estimating it, is presented in Appendix B.

4.3 Estimation Results

As is standard in the estimation literature, a subset of the parameters of the model are set a priori. These parameters

are given in Table 1. The values for the balanced path growth rate and the steady state gross inflation rate are taken

from CTW. The steady-state utilization rate, y∗ss, reflects the approximate average for the manufacturing industry
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Figure 6: Impulse Responses from Bayesian IRF Matching.

only. The steady-state labor share, sss is the average aggregate labor share as in the data. The rest of the parameters

are standard in the literature.

The estimated parameter values for the baseline model is presented in Table 2, along with details related to the

priors posited for each parameter.27 We highlight a few interesting points. First, the nominal price rigidity values

are smaller than typical estimates in the NK literature. To illustrate, based on a standard NK Phillips curve, the

Rotemberg adjustment parameter value of 9.2 corresponds to prices changing on average about every 1.7 quarters,

while a more generally accepted value is about 4 quarters.28 This low value of ϕP should not however be interpreted

as the measure of price rigidity as in standard NK models. Recall that capacity constraints in our model impose

nonlinear effects on firms’ price setting. That is, firms are less inclined to raise prices when excess capacity is high and

vice-versa. Once the effect of this real price rigidity is accounted for, the remaining nominal rigidity is accordingly

small. Thus, observed prices in our model will exhibit more rigidity than the low value for ϕP suggests.

Second, the value for ι (the extent of the working capital channel) we obtain is substantially smaller than 1.0

as widely assumed in the literature. A high value for ι mitigates the increase in marginal costs facing the firm in

the immediate aftermath of an expansionary monetary policy shock, and helps generate an inertial, hump-shaped

27The top panel of Table 2 displays the parameters which were directly estimated, while the bottom panel displays the

parameters whose values are themselves functions of the steady-state values and estimated parameters. These latter values are

evaluated at the posterior mean of the estimated parameters.
28Ascari and Rossi (2012) provide conditions establishing the equality of Calvo and Rotemberg parameters in NK Phillips

curves, under specific assumptions.
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inflation response (Christiano et al., 2005; Phaneuf et al., 2018). While studies like Barth and Ramey (2001), Ravenna

and Walsh (2006) and others provide evidence for the presence of some degree of a working capital cost channel,

the empirical evidence suggests that the assumption of a “full working capital channel” that transmits fully and

immediately to the private sector is not justified (Galindo Gil, 2021; Ippolito et al., 2017). Additionally, inflation

exhibits an inertial response even following demand shocks where the interest rate does not explicitly decline. For

example, Jørgensen and Ravn (2022) find evidence for a “fiscal price puzzle”, whereby inflation falls following an

expansionary fiscal shock. Thus, finding an ι that is less than 1.0 implies that our model generates a mechanism

for inertial inflation and price -puzzle that is not tied to the mechanical effect of a working capital channel alone.

As discussed in Section 3.4 above, the driving feature in our model is the procyclical productivity effect due to the

increased use of installed capacity.

Third, the elasticity of substitution between capital and labor in the firm’s capacity function, σ, is substantially

lower than 1.0, implying that labor and capital are strongly complementary, rather than substitutes. This is in line

with a large literature that estimates σ and finds it to be less than 1.0. For example, Chirinko and Mallick (2017) finds

a σ under putty-clay assumptions of about 0.19, which is close to our own estimate of 0.13.29 The low substitutability

between labor and capital plays a key role in the dynamics of markups in our model, because it makes it harder for

firms to add capacity following expansionary demand shocks. This leads capacity to remain constrained for longer,

generating more persistently elevated markups in our model.30

The remaining model parameter estimates are largely in line with the data and broader literature, although the

Rotemberg wage rigidity parameter is somewhat higher than typical values for this parameter. This partly reflects

the fact that we have focused our innovations on the production sector while retaining as standard an NK set-up as

feasible.

We present the model’s impulse responses based on the results of the IRF-matching exercise in Figure 6. Alongside

our baseline results, we present the results of our two-industry extension also, to demonstrate the ability of the model

to match the response of manufacturing capacity utilization. The VAR mean is indicated by the solid lines, while the

grey shaded area represents the 95% confidence bands. The dashed lines are the impulse responses of the baseline

model. The lines with circle markers correspond to the two-industry model.

Overall, the model fits the empirical responses relatively well. In most cases, the model IRFs are situated inside

the 95% confidence bands. Additionally, the shape of the model’s responses closely match the behavior of the VAR

mean. This is particularly true for the IRFs for GDP, inflation, the Federal Funds rate, the real wage, consumption

and investment.

As noted above, the IRF for inflation captures the price puzzle phenomenon very closely. This is particularly

interesting because it does not rely on standard features like the “full working capital channel” or backward-indexation

of inflation.

However, the impulse response of the capacity utilization rate in the baseline model does not match the data very

well. As discussed above, this is due to the fact that the empirical IRF corresponds to utilization in the manufacturing

industry only. The extended two-industry model, however, replicates the response of capacity utilization very well

without sacrificing the responses of the other variables. We find this particularly encouraging because the two-industry

29Chirinko and Mallick (2017) report a benchmark “long-run” σ of ≈ 0.41, which is still well below unity, in line with our

finding. See Knoblach and Stöckl (2020) for a comprehensive recent survey.
30See Dolado et al. (2021) for additional discussion on the demand amplification role of capital-labor complementarity.
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(a) Model-implied markup (b) Model-implied labor share

Figure 7: Impulse responses of model implied markup and labor share. The gray shaded areas provide highest posterior density

intervals (5% and 95%) based on 1000 draws from the posterior distribution.

extension we design deviates minimally from the model presented in Section 2.

In Figure 7, we present the Bayesian IRFs for the markup and labor share based on the baseline estimated

parameters. Both variables exhibit the correct cyclicality conditional on an expansionary monetary policy shock,

which we find to be particularly encouraging since neither variable was included in the matching exercise.

5 Concluding Remarks

In this paper, we present a model where firms’ choice of capacity and its utilization are incorporated within a New

Keynesian framework. Firms face idiosyncratic demand uncertainty and respond by holding additional precautionary

capacity. Following an expansionary monetary policy shock, increased demand is met both through higher utilization

of existing capacity and through capacity expansion. To achieve higher utilization, firms rely on an “effort margin”

of their workers, aligning with recent evidence on effort cyclicality. In addition, firms respond to the decline in excess

capacity by raising their markups, which has a positive impact on prices. Meanwhile, capacity expansion occurs

through increased investment and hiring, which mitigates the effect of demand on prices over time.

We suggest that our mechanism helps reconcile the dynamics of labor share, markups, and inflation in New

Keynesian models with recent empirical evidence. Specifically, in our model, the labor share responds countercyclically

to a monetary policy shock, markups typically display a procyclical response, and inflation manifests either as a hump-

shaped pattern or an immediate response, contingent upon the state of the macroeconomy. We offer analytical results

outlining the conditions under which these outcomes occur. We then estimate the model parameters using Bayesian

IRF matching and show that these conditions hold in the data.

Our results emphasize the importance of capacity utilization for the macroeconomic debate surrounding inflation,

inequality, and productivity, potentially carrying significant policy implications. We believe that at least two policy

implications are of particular importance. Firstly, our analysis reveals an additional trade-off for central bankers to

consider when formulating policy. We show that markups can exert a significant influence on inflation, particularly

during periods of heightened capacity utilization. In such scenarios, while raising interest rates may dampen inflation

by discouraging demand, it could also slow down capacity expansion, thereby prolonging higher markups and inflation.
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Secondly, since our model indicates that the responses of markups, wages, and labor share—variables associated with

the cyclical behavior of inequality—are state-dependent, we can utilize this framework to design taxes and transfers

over the economic cycle. In this regard, a version of the model incorporating heterogeneous agents could offer valuable

insights for fiscal policy design. In forthcoming and future research, we aim to delve into these topics.
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Table 2: Estimated (top panel) and model-implied (bottom panel) parameters for baseline model.

Prior Posterior

Mean Dist. St. Dev Mean 90% HPD interval

σ K-N elasticity of sub. 0.1 Gamm 0.08 0.1348 0.0293 0.237

ϕK Invest. adj. costs 8 Gamm 2 7.8078 5.6085 9.9569

ϕP Rotemberg price adj. 8 Gamm 2 9.2362 6.029 12.3906

ϕH Labor adj. costs 0.01 Gamm 0.005 0.005 0.0017 0.0081

ι Working capital pct. 0.7 Beta 0.1 0.6124 0.4319 0.7896

ϵ Intd. varieties elast. of sub. 8 Gamm 1 8.4294 6.7772 10.0735

m̃ Non-capacity output pct. 0.2 Beta 0.15 0.1591 0.1248 0.192

ϕW Rotemberg wage adj. 800 Gamm 100 912.4364 749.4163 1075.8

φ Inverse frisch elast. 1.5 Gamm 1 1.9075 0.7464 3.0413

h Habits in consumption 0.8 Beta 0.1 0.8149 0.7883 0.8401

ρS Taylor rule smoothing 0.86 Beta 0.1 0.856 0.8238 0.8864

ρπ Taylor rule inflation 1.8 Gamm 0.25 1.744 1.3449 2.1474

ρY Taylor rule output 0.02 Norm 0.05 0.0493 0.001 0.097

Model-implied parameters: Evaluated at posterior mean of estimated parameters

σν Var. of idiosyncratic shock 0.82

α K share of capacity 0.13

αK K dist. param. 1506.9

αN L dist. param. 0.18

ψ K-L sub. param. -13.4

32



References

Adam, K. (2005). Learning to forecast and cyclical behavior of output and inflation. Macroeconomic Dynamics,

9(1):1–27.
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Rupert, P. and Šustek, R. (2019). On the mechanics of new-keynesian models. Journal of Monetary Economics,

102:53–69.

Sbordone, A. M. (1996). Cyclical productivity in a model of labor hoarding. Journal of Monetary Economics,

38:331–361.

Shapiro, C. and Stiglitz, J. E. (1984). Equilibrium unemployment as a worker discipline device. The American

economic review, 74(3):433–444.

Sims, C. A. (1992). Interpreting the Macroeconomic Time Series Facts: The Effects of Monetary Policy. European

Economic Review, 36(5):975–1000.

Solow, R. M. (1964). On the short-run relation of employment and output. Draft of Presidential Address, Econometric

Society. Unpublished.

Stroebel, J. and Vavra, J. (2019). House prices, local demand, and retail prices. Journal of Political Economy,

127(3):1391–1436.

Tsuruga, T. (2007). The hump-shaped behavior of inflation and a dynamic externality. European Economic Review,

51(5):1107–1125.

Woodford, M. (2007). Interpreting inflation persistence: Comments on the conference on” quantitative evidence on

price determination”. Journal of Money, Credit and Banking, 39:203–210.

36



A Proofs

A.1 Proof to Proposition 1

Log-linearizing the firm’s first-order condition for the price, given in (2.21), and wage choice, given in equation (2.37),

yield the following equations after some manipulations:

µ̂t =
Γ̂(ν̄t)

1− ϵΓ(ν̄)
− ϕP

L(ϵΓ(ν̄)− 1)

(
{π̂pt − βEπ̂pt+1}+ {π̂t − βEπ̂t+1}

)
and

m̂rst − ŵt =
ϕW

ϵW − 1
({π̂wt − βEtπ̂wt+1}+ {π̂t − βEtπ̂t+1})

where all hatted variables are deviations from the steady state value, and terms without a time subscript are steady

state values. We define π̂p as the relative-price inflation rate, π̂w as the real wage inflation rate, and m̂rs is the

change in the household’s marginal rate of substitution. Additionally, we have used the definitions of the markup

µt =
P̃t
MCt

and marginal cost MCt =
Wt

ξ̄tAt
in their log-linearized form to obtain:

µ̂t = ˆ̃pt − ŵt + ât +
ˆ̄ξt

Equating the expressions for the trajectory of inflation, π̂t−βEtπ̂t+1, we find the following expression for the markup:

µ̂t =
−Γ̂(ν̄t)

ϵΓ(ν̄)− 1︸ ︷︷ ︸
1

−ϕ
P

Ψ1


(π̂pt − βEtπ̂pt+1)− (π̂wt − βEtπ̂wt+1)︸ ︷︷ ︸

2

− ϵW − 1

ϕW
(m̂rst − ŵt)︸ ︷︷ ︸
3


(A.1)

where Ψ1 = E{Y }P̃ (ϵΓ(ν̄)− 1) is a constant.

(A.2)

A.2 Proof to Proposition 2

The ex-post (i.e., after all shocks have been realized) real profits of the jth firm in period t is given by:

Πj,t = P̃tYj,t −WtLt − It − ΦP (·)− ΦH(·)

subject to

Yj,t = ξj,tAtLt

ΦP (·) = Φ(·) = 0 since all hiring and price-setting related costs are already incurred. Denoting the lagrangian

multiplier on the production function constraint as λt, the following definition of the marginal cost emerges from the

profit maximization problem of the firm along the labor margin.

Wt = λt
∂Yj,t
∂Lt
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Since λt is the shadow price of raising production by a unit, it is also the marginal cost of the firm. Rearranging the

above expression, multiplying both sides by the real price of the firm P̃ , and multiplying and dividing the RHS by

L/Y, we get:

P̃t
λt

= P̃t
Yt

WtLt

(
∂Yj,t
∂Lt

Lt
Yt

)
Recall that the marginal product of labor is just ξj,tAt in our model (see equation 2.10). Define the labor share

s ≡WtLt/Yt. Thus the firm’s realized markup, µ, is given by:

µt =
1

st

(
P̃t
Yj,t
Yt

)
Integrating this over all j and rearranging, we get

st =
1

µt

(
P̃t

Eν{Yt}
Y

)
=

1− Ω(ν̄t)

µt
(A.3)

where we have defined Ω ≡ 1− PEν{Y }
PY

. We can additionally show, from Proposition 2 and (2.12), that Ω(·) is only

dependent on ν̄:

1− PEν{Yt}
PtYt

= 1−
∫ ν̄
0
ν dF (ν) + ν̄

∫∞
ν̄

dF (ν)∫ ν̄
0
ν dF (ν) + ν̄

ϵ−1
ϵ

∫∞
ν̄

ν
1
ϵ dF (ν)

Log-linearizing equation (A.3) yields:

ŝt =
Ω

1− Ω
Ω̂(ν̄t)− µ̂t (A.4)

A.3 Proof to Proposition 3

Here, we derive the Phillips curve implied by our model. Consider the log-linearized version of (2.21):

ˆ̃pt = ŵt − m̂plt +
Γ̂(ν̄t)

1− ϵΓ(ν̄)
+

1

Ψ2

(
{π̂pt − βEπ̂pt+1}+ {π̂t − βEπ̂t+1}

)
where Ψ2 =

Eν{Y }P̃ (ϵΓ(ν̄)− 1)

ϕP
and m̂plt = ât +

ˆ̄ξt is the log deviations of marginal productivity of labor from its

steady state. Isolating π̂t on the RHS:

π̂t = Ψ2
(
ŵt − m̂plt − ˆ̃pt

)
+Ψ2 Γ̂(ν̄t)

(1− ϵΓ(ν̄))
+
{
π̂pt − βEπ̂pt+1

}
+ βEπ̂t+1 (A.5)

Recalling that ŵt − m̂plt = m̂ct is the marginal cost, and noting that ˆ̃pt =
1
ϵ
(ˆ̄νt + ŷ∗t ), we have:

π̂t = Ψ2m̂ct + βEπ̂t+1+

Ψ2 Γ̂(ν̄t)

(1− ϵΓ(ν̄))
+

1

ϵ
(ˆ̄νt−1 + ŷ∗t−1)−

(Ψ2 + 1 + β)

ϵ

(
ˆ̄νt + ŷ∗t

)
+
β

ϵ
E(ˆ̄νt+1 + ŷ∗t+1)︸ ︷︷ ︸

G(Eŷ∗t+1,ŷ
∗
t ,ŷ

∗
t−1)

Note that the variables Γ̂(ν̄t) and ŷ
∗ are both purely functions of ν̄ (see equation 2.6 and equation 2.3). Since there

exists a one-to-one correspondence between ν̄ and the utilization rate y∗ (see equation 2.5 and associated discussion),

we can re-write the Phillips curve derived as follows:

π̂t = Ψ2m̂ct + βEπ̂t+1 +G(Eŷ∗t+1, ŷ
∗
t , ŷ

∗
t−1)
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B Two-Industry Model

Here we briefly describe the two industry model introduced in Section 4. As outlined above, we endeavor to design the

two industry model such that it deviates minimally from the single industry model, so that the intuition developed in

the model above can be applied in a straightforward manner to the extension. In this spirit, we ignore many modeling

elements which may be important and relevant, such as the non-homothetic nature of demand across manufactured

and non-manufactured goods, the phenomenon of “services deepening” (Galesi and Rachedi, 2018), the role of imports

in manufacturing etc. For brevity, we keep the discussion here to deparures from the single-industry model.

B.1 Production Sector

As discussed earlier, we split the production sector into a manufacturing industry (denoted with an M super-script)

and a non-manufacturing industry (denoted with an S super-script). Each industry is structurally identical to the

production sector described in Section 2.2, with an industry-specific aggregating firm as in Section 2.1. Thus

Yi
t =

[∫ 1

0

(
Y it,j

) ϵi−1

ϵi ν
1
ϵi

t,j dj

] ϵi

ϵi−1

where the final firm’s maximization yields

Y ij =

(
P it,j
Pi
t

)−ϵi

Y it

Here, P ij and Pi refer to the jth intermediate firm’s price and industry price for the ith industry for i ∈ M,S. The

output of the two industries, YM and Y S , are then aggregated by a final firm that aggregates the output of the two

firms into a final good, Y F , that is consumed by households and purchased for investment by intermediate firms.

Y Ft =
(
αM (YMt )ψ

F

+ αS(Y
S
t )ψ

F
) 1
ψF

B.2 Household Sector

The problem of the household sector remains the same as in the single industry model. For reasons we will expand

upon shortly, we model the household along the lines of Merz (1995), such that there is full consumption risk sharing

between households. This set-up is standard in many search-and-matching models of unemployment (Blanchard and

Gaĺı, 2010). While this is obviously a heroic assumption, it allows us to maintain a single representative household

with a single wage across sectors.

As before the household chooses its labor supply and wage prior to demand manifesting. An additional wrinkle,

however, is that there are two sources of uncertainty in the household’s decision to supply labor. First, household’s

are uncertain which sector they will be assigned to. Second, household’s are uncertain regarding how much effort

they will be required to expend. Thus, they form expectations over both the labor demand from the secotrs, as well

as the effort within each sector. The first order condition with respect to labor therefore takes the form:

Wt(1 + χt)− Et
{
ρt,t+1Wt+1

Lt+1

Lt
χt+1

}
=

ϵW

ϵW − 1

ωLφt
λHt

∑
i∈M,S

Li

L

[(
1

ν̄it

)1+φ ∫ ν̄i

0

ν1+φt +

∫ ∞

ν̄i
dF (νi)

]

39



Table 3: Non-estimated Parameters, Two Industry Model

Parameter Description Parameter Description

β 0.993 discount factor Gss 0.12 govt. consumption to GDP

δ 0.025 depreciation rate ϱ 0.05 exogenous separation rate

ϵW 6.0 elast. of sub. between labor varieties ω 1.0 weight on disutility of labor

γ 1.0059 gross balanced growth rate π̄ 1.0083 gross inflation rate

sss 0.62 steady-state labor share

y∗Mss 0.80 manuf. steady-state cap. utilization y∗Sss 0.80 non-manuf. steady-state cap. util.

s∗M 0.68 manuf. steady-state labor share YM/Y 0.205 manuf. steady state % of GDP

ϵS 8.0 elast. of sub. non-manuf varieties ϕP
S

9.0 non-manuf. Rotemberg price adj.

ϕK
S

8.0 non-manuf. invest. adj. σS 0.30 non-manuf. K-L elast. of sub.

where Li is the labor demanded by the ith industry. When uncertainty is resolved, workers are directed either

toward the manufacturing or non-manufacturing industry. This exposes the possibility that households might have

differential earnings ex-post depending on the sector they get assigned to. Our assumption of full risk sharing within

a joint “family household” as in Merz (1995) allows us to ignore the implications of this.

The remainder of the optimality conditions remain unchanged.

B.3 Estimation

Estimation is once again performed using Bayesian IRF matching, as described in Section 4. As before, we set

some parameters in advance. In addition to the parameters set in Table 1, we also set the parameters associated

with the non-manufacturing sector. Thus, the parameters estimated are those related to the household sector, the

manufacturing industry and the final firm which aggregates the manufacturing and non-manufacturing goods. We do

this to aid parameter identification; estimating parameters related to both industries and the final aggregating firm

produces a posterior that is badly behaved. Our non-estimated parameters are given in Table 3.

As discussed above, the state-dependency of our model implies that the choice of steady-state is important.

We choose a manufacturing steady-state capacity utilization rate that is consistent with the data. For the non-

manufacturing industry, this object is not measured. However, there is some evidence that the services industry has

a slightly higher rate of utilization, although the definition of utilization is different (European Central Bank Monthly

Bulletin, 2014). We choose to match the utilization rate in the non-manufacturing sector to the manufacturing sector.

The labor share of the manufacturing industry gross value added is matched to the 1951-2008 average. Likewise,

the share of manufacturing in GDP reflects the average for the sample period, although this value has a strong

downward trend in the sample. The remainder of the non-manufacturing industry parameters are kept close to the

values obtained from the estimation of the single industry model. The values of the parameters for the manufacturing

sector are therefore assumed to account for all the adjustment required to match the aggregate dynamics.
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Table 4: Estimated (top panel) and model-implied (bottom panel) parameters for baseline model.

Prior Posterior

Mean Dist. St. Dev Mean 90% HPD interval

ϕW Rotemberg wage adj. 800 Gamm 100 864.3508 708.2055 1026.3627

φ Inverse frisch elast. 1.5 Gamm 1 1.6158 0.4996 2.6832

h Habits in consumption 0.8 Beta 0.1 0.8375 0.812 0.8627

ρS Taylor rule smoothing 0.86 Beta 0.1 0.8407 0.809 0.8731

ρπ Taylor rule inflation 1.8 Gamm 0.25 1.8906 1.4953 2.2674

ρy Taylor rule output 0.02 Gamm 0.015 0.0146 0.0003 0.0295

ϵF Manuf./non-manuf. elast. sub. 4 Gamm 1 3.8546 2.5587 5.1533

ιM Manuf. working capital 0.4 Beta 0.2 0.1671 0.0086 0.327

ϵM Manuf. varieties elast 8 Gamm 1 7.9942 6.3906 9.5698

ϕP Manuf. Rotemberg price adj. 4 Gamm 1 6.0205 4.2117 7.818

ϕK Manuf. investment adj. 7 Gamm 1 7.5202 5.9445 9.0819

ϕN Manuf. labor adj. 0.001 Gamm 0.0001 0.0004 0.0003 0.0006

σ Manuf. K-L substitution 0.12 Gamm 0.1 0.1043 0.0622 0.1439

m̃M Manuf. supply curve shifter 0.1 Beta 0.02 0.1119 0.0907 0.1332

Model-implied parameters: Evaluated at posterior mean of estimated parameters

σM
ν Manuf. idio. shock var. 0.72 σS

ν Non-manuf. idio. shock var. 0.91

αM K share of capacity, manuf. 0.11 αS K share of capacity, non-manuf. 0.25

αM
K K dist. param., manuf. 1.21E-05 αS

K K dist. param., non-manuf. 3.86

αM
N L dist. param., manuf. 1.07E-07 αS

N L dist. param., non-manuf. 0.24

ψM K-L substitution, manuf. -8.58 ψS K-L substitution, non-manuf. -2.33

s∗S Non-manuf. labor share 0.80

The results of the estimation procedure are given in Table 4. The results for the household parameters remain

close to the single industry model. We find that the elasticity of substitution between capital and labor in the

manufacturing sector is substantially lower than in the single aggregated industry, which aligns with intuition, given

that manufacturing is a much more structured production process. Likewise, the investment adjustment costs are

higher than in the single industry model, reflecting greater difficulty in capacity expansion. Incidentally, price rigidities

are lower than in the rest-of-the-economy case. This is in line with the findings in Galesi and Rachedi (2018) and

other studies which show that the prices in the services sector demonstrate higher degree of stickiness.

The impulse response functions for the model are provided in Figure 6 in the main body of the essay, so we do

not repeat them here. Given that this two-industry extension is designed only to showcase the ability of the broader

model to match the empirical dynamics, we find that the results are surprisingly well aligned with empirical findings
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and intuition related to the manufacturing sector. A fuller model which explicitly seeks to model the specificities of

the manufacturing sector may uncover additional insights into the role of manufacturing in aggregate outcomes.
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